Less (context) is more? Evaluation of a positioning test feedback dashboard for aspiring students.

ABSTRACT: Aspiring engineering students profit from feedback regarding how their mathematical skills compare to the requirements and expectations of an engineering bachelor program. The positioning test is a non-binding test used in Flanders, Belgium assessing the mathematical skills of aspiring students. This paper elaborates on the research on and development of a learning analytics dashboard (LAD) that provides feedback on a participants’ obtained results. Its objective is to provide actionable insights and to raise awareness and reflection about the participants’ strengths and weaknesses, and subsequently their choice of study. To reach the final dashboard, the design passed six iterations, 662 students were surveyed and 60 persons were thoroughly interviewed, including study advisors, students, and visualization experts. The final dashboard was evaluated using the EFLA, SUS, and a custom-made questionnaire, and a framework of factual, interpretative, and reflective insights. The results shows that the developed dashboard is a considerable improvement over a comparable state-of-the-art dashboard. Furthermore, results show that a more visual representation, confined to only the most essential information, provides a better overview, leads to more and deeper insights while displaying less information and context, and has better usability and attractiveness scores than a more textual version.
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1 INTRODUCTION

The first bachelor year is often cited as the most essential to future academic success [1, 2, 11, 28]. A wide range of research focuses on identifying predictors of academic success in the first bachelor year, before students enroll in university programs, as this would shed light on the skills and knowledge students need to be successful. Apart from the obtained grade-point average in secondary education [3, 29], literature often describes mathematical ability as the most significant predictor of persistence and attainment in STEM fields [18, 20, 22, 23]. Starting mathematical competences is identified as one of the primary factors determining whether a student will continue studying in a STEM field, and certainly for engineering [21, 27]. Once the relevant skills are identified, learning analytics dashboards
(LAD) can be developed to provide aspiring students with feedback, hereby supporting them in the transition from secondary to higher education (HE). LADs are an effective and commonly used tool in learning analytics (LA) to visualize information [5, 7, 14, 15, 26]. Just like the general objective of information visualization, they allow representing and reporting large and complex quantities of data in a simple matter [15, 19]. Few [16] defines a dashboard as ‘a visual display of the most important information needed to achieve one or more objectives; consolidated and arranged on a single screen so the information can be monitored at a glance’. Unlike most other countries, students in Flanders do not have to complete any formal application procedure or test in order to enroll in a university program. Furthermore, the tuition fee of EUR 922 per year is relatively low compared to other nations. Consequently, students are free in their choice of program, resulting in a large degree of heterogeneity in the first bachelor year regarding knowledge, skills, and educational background. This results in a drop-out of 40% in STEM fields. Since 2011, the Flemish universities offering engineering bachelor programs have joined efforts for organizing the ‘positioning test’, a non-obligatory and non-binding diagnostic test for the candidate students’ ability to solve math problems [31]. The focus on mathematics is not surprising considering the importance of mathematical ability as a predictor for student success in STEM [18, 20, 22, 23]. The positioning test typically contains 30 multiple choice questions and is organized in the summer between the end of secondary education and the start of higher education.

This paper presents the research that aimed at developing a LAD that provides aspiring engineering students with feedback on their mathematical problem solving skills, based on their results on the positioning test. The developed LAD aims at visually triggering insights in the obtained results. More specifically, the LAD should provide actionable insights, making students more aware of their strengths and weaknesses, and allowing students to reflect on their study choice. The objective of the LAD is similar to that of the positioning test itself, in that it tries to encourage and motivate students that do well on the positioning test (score > 14/20) to consider engineering as a viable and interesting study option, participants who obtain a low score (score < 8/20) to reflect on their study choice, and support the middle group to take remedial actions (e.g. a summer course) to improve their mathematical abilities in order to successfully attain an engineering degree. To achieve these objectives, the research ran through all phases of a user-centered design process, including a preliminary data-analysis, a large survey of 622 endusers, pilot testing, and 55 in-depth interviews. Different evaluation metrics were used to assess the developed dashboard: EFLA [24, 25], SUS [4], and a custom-made questionnaire, and the framework of factual, interpretative, and reflective insights [10]. Finally, this paper compares the developed dashboard with an existing feedback dashboard [6] for the positioning test.

2 RELATED WORK

The literature describes several guidelines for developing effective LADs. For example, Few [16] describes thirteen commonly made mistakes when developing dashboards. Together with the general graphical integrity and design aesthetic principles defined by Tuft and Graves-Morris [30], they serve as the basis for the development of the dashboard. The most commonly used visualization types in LADs are bar charts, line graphs, tables, pie chart, scatterplot, simple text, world clouds and traffic lights. De Laet [12] however warns not to use traffic lights, and also mentions how wording is essential in LA applications. Predictive LA applications have uncertainty and it is important this uncertainty is
also displayed [12]. LADs should avoid to speak too much in terms of “chances of failure” and “success” [12]. Two additional relevant guidelines are defined by Charleer et al. [8]. They recommend that LADs should be sufficiently aggregated or abstract as an uncluttered representation incites more detailed explorations of the LA data. Secondly, they recommend that LADs should provide functions that increase the level of detail in the data [8].

The LAD of this paper focuses on the transition from one education system to the other (secondary to HE), while most examples in the literature are more concerned with monitoring study progress during an educational programme, either for a student or a tutor. Several LAD were used as an inspiration for the LAD of this paper, such as the OLI dashboard [13], the Course Signals dashboard [1], the Student Activity Meter (SAM) [17], and the LISSA-dashboard [9]. The most related dashboard is that state-of-the-art dashboard by Broos et al. [6], which also aims at providing feedback after the positioning test. This LAD, referred further on to as the “reference dashboard” provides, beside feedback on the mathematical problem solving skills of students, feedback on learning and studying skills, and the prior education of students [6]. The reference dashboard by Broos et al. contains elaborate textual explanations and feedback to contextualize the participants’ obtained result.

LADs can incorporate insights of other research while visualizing data. Vanderoost et al. [31] analyzed the predictive power of the positioning test for engineering studies in [BLINDED]. More specifically, the research examines whether it is possible to “predict” first-year academic achievement using the results of the positioning test. More specifically, the goal is to identify three distinct groups of students: group A are students who perform well in their first bachelor year, achieving a study efficiency of over 80% after the first exam period in January; group C are with a study efficiency below 30%; group B are students with a SE between 30 and 80 %. Earlier research [31] showed that participants obtaining a high score on the positioning test (>13/20) more often obtain good study results (study efficiency (SE) >80%) in the first semester (51%), while students with a low score on the positioning test (<8/20) more often do not enroll (35%), drop-out (6%), or have low academic achievement (SE <30%) in the first semester (39%). Vanderoost et al. also showed how the study efficiency in the first semester of the first bachelor year strongly predicts if a student will complete the engineering bachelor and in which time frame (in 3, 4 or 5 (or more) years).

3 CONTEXT

The positioning test consists of approximately thirty multiple-choice questions assessing a participant’s problem solving skills. Formula scoring is used to calculate the overall result (on 20) based on a participant’s responses. Each question is assigned to one of five mathematical categories: (1) reasoning, (2) knowledge of concepts, (3) spatial visualization ability, (4) skills (calculating derivatives, solving systems of linear equations, combinatorics, geometry, etc.) (5) and modeling questions (problem solving questions in a physical context that need combination and modeling of different inputs). Additionally, each question is assigned to one of four difficulty levels. The difficulty level of a question is determined by the percentage of participants that correctly answered the question: the 25% best answered questions of the 30 questions have a difficulty level of 1, while the 25% worst answered questions have a difficulty level of 4.

End-users of the existing reference LAD are participants of the positioning test, consisting mainly of students that just completed secondary education. They receive access to their personalized LAD
through a feedback email, typically three days after completing the test. Apart from these aspiring engineering students, other stakeholders are also involved. The Tutorial Services of the Faculty of [BLINDED] heavily participates in the development of the LAD.

They are represented by the head of the unit and two study advisors (SAs), who from their pedagogical experience and educational expertise give feedback on content and design. SAs are concerned with guiding and helping students with any questions they might have. They can also be considered end-users of the dashboard, as they use the LAD to start the conversations with participants that need more feedback and advice during a private meeting. LA researchers and visualization specialists, represented by three experts of the [BLINDED] research group, evaluate the quality of the design.

4 DESIGN

Design process. A user-centered design process was followed to develop the dashboard. The design passed six iterations before reaching its final state. Throughout the iterations, the design principles by Tufte and Graves-Morris [30], the commonly defined dashboard mistakes by Few [16] and a set of self-defined design requirements served as guidelines for the development of the dashboard. The self-defined design requirements are formal specifications of the general objective described in Section 1 identified based on interviews with the involved stakeholders. They consist of eight functional requirements and six non-functional requirements. An example of a functional requirement is: ‘the ability to compare your own result with the results of other participants’. An example of a non-functional requirement is: ‘a good balance between textual and visual elements’.

In total the dashboard was developed and improved in six iterations. Each iteration is characterized by a different objective, format, and evaluation method. The first iterations focused more on functional requirements, finding out expectations, and determining the right content. Later iterations focused more on non-functional requirements and correctly choosing and improving the visualizations. The final design was programmed using D3.js. Different methodologies were used for creation and evaluation of the dashboard, such as co-designing, rapid prototyping, guidelines and general principles, the EFLA and SUS questionnaire, formal presentations with feedback, and semi-structured as well as informal interviews, based on distinct protocols, for instance scenario-based with concurrent

The content of the dashboard has changed throughout the six iterations. We conducted semi-structured interviews with the two study advisors of the bachelor of Engineering Science at [BLINDED], informal interviews with the head of Tutorial Services of the Engineering Science Faculty at [BLINDED] and a questionnaire among 662 students. In the questionnaire, students scored 14 different content part suggestions on a 7-point Likert scale for relevance and usefulness to include in a feedback system after participation in the positioning test. Results show that students like to see their total score, a comparison to other participants, and the typical performance (in terms of SE) of first-year bachelor students that obtained a similar score on the previous year. They also liked to see the aggregated score per mathematical category and the score and original assignment per question. Students were divided when it comes to displaying the typical performance (in terms of grades on the course) on each individual course of first-year bachelor students who obtained a similar score on the positioning test previous year. They also disagreed regarding the presence of a specific, personalized, pre-defined study choice advice, due to insufficient face validity. Confirmed by the
results of a data-analysis, which showed a lack of predictive power for these features, we decided to remove them from the dashboard. The conclusions of the interviews with the study advisors (SAs) are similar to those of the survey. Examples of features that were added throughout the iterative process are the aggregated score per degree of difficulty and a picture of the original question of the positioning test, as both study advisors and students reacted positively to these suggestions.

**Final design.** The final design of the dashboard exists in two variants, differing in one part. Fig. 1 displays the first variant and consists of five major parts. Each part has a tooltip presenting more detailed information, following the general guidelines proposed by Charleer et al. [8], described in Section 2. Fig. 3 shows the tooltips for part A and B of Fig. 1. Furthermore, a help icon on the top right corner of each graph contains more context and explanation, e.g. explaining the color of a graph. The five major parts of the LAD (Fig. 1) and its tooltips allow students to:

(A) review their obtained total score and compare themselves to the other participants by showing the general score distribution of all participants;
(B) review each question, its difficulty, its mathematical category, its original assignment, the answer they submitted and the correct answer;
(C) review their aggregated obtained score per mathematical category or degree of difficulty, allowing them to find their strengths and weaknesses and see whether they score well/bad on certain categories or easier/harder questions, permitting them to discover whether they lack basic knowledge or only more advanced skills;
(D) compare themselves to other participants for each mathematical category and degree of difficulty, by plotting the score distribution per topic;
(E) view the typical first-year academic achievement, in terms of SE, of students in earlier cohorts based on their total positioning test score, via a Sankey diagram.

The second variant, in part displayed in Fig. 2, differs only on the strengths & weaknesses section (part C and D in Fig. 1). It combines the information of these two parts in on large histogram, displaying the distribution of the total positioning test score of all participants, and five small histograms, displaying the score distribution per category or degree of difficulty. The objective of the two separate variants is to see which visualisation leads to more insights and whether the click functionality of the first variant is intuitive.
Figure 1: Feedback dashboard for future students after positioning test: first variant of final design. Corresponding to the displayed letters: (A) Donut chart showing the obtained total score on the position test. (B) Matrix showing the score and difficulty per question. (C) Bar chart illustrating the participant’s strengths and weaknesses, by showing the score per mathematical category and per degree of difficulty. (D) Histogram showing performance of peers for each mathematical category and degree of difficulty. (E) Sankey diagram showing performance of previous students in the first bachelor year with a comparable total score on the positioning test.

Figure 2: An alternative visualization for the score per category in the final dashboard, substituting part C and D of the dashboard.
5 EVALUATION

Both variants, described in Section 4, are evaluated and compared to the reference dashboard [6], described in Section 2.

Evaluation of the two final variants of the dashboard and reference dashboard [6] is based on 48 in-depth interviews (16 per dashboard), each lasting between 40 minutes and 1 hour. Each interview consists of four stages. The first phase of the interview is scenario-based, using the concurrent think-aloud protocol. End-users have to imagine having participated in the positioning test and now getting their result. Three scenarios are possible. Either they get a score in which they belong to group A (total score of 15/20), either group B (12/20) or group C (6/20). Anonymized data is used from the dataset described in Section 4. Each test user says out loud the insights they obtain upon visualization of the dashboard. The framework by Claes et al. [10] is used to measure these insights. The framework defines three levels of insights: 1) factual insights: simple, objective statements or questions that are triggered by the dashboard, e.g. “I obtained a total score of 14/20.”; 2) interpretative insights: interpretation of the displayed data, relying on the participant’s knowledge and experiences, e.g. “I mainly score well on the easier questions.”; 3) reflective insights: subjective, emotional and personal connotations triggered by the dashboard, leading to further awareness and reflection, e.g. “I feel like I did not do well enough at this test, making me doubt about whether I should go for another study programme.”. Each insight is categorized into one of these levels. The test user can also mention when something in the dashboard is unclear, but the monitor of the test does not intervene and only writes down all statements made by the test person.

In the second phase, the interview switches to a task-based interview with active intervention. The monitor gives the test persons tasks based on the information or insights they missed during the first phase and finds out why these parts and insights have been missed. This phase tries to examine whether the dashboard is intuitive and has any shortcomings.
In the third phase, the test person fills in the SUS, the EFLA and a custom-made questionnaire, which verifies whether design requirements have been met. The EFLA questionnaire has been translated to Dutch and adapted to reflect the topic of the dashboard, identical to the evaluation of the dashboard of Broos et al. [6]. The design requirements questionnaire test consisted of 21 statements, to which the user could “Strongly disagree” or “Strongly agree”, using a 5-point Likert scale.

Finally, in the fourth phase the test persons gets to see the two other dashboards and can express their preference. This last phase was optional.

6 RESULTS

Based on the recorded insights during the interviews 13 types of factual, 11 of reflective, and 8 types of interpretative insights were identified. All types of insights occurred more often with the participants for the LAD developed in this research compared to the reference dashboard (Table 1).

<table>
<thead>
<tr>
<th>Description</th>
<th>insight</th>
<th>B</th>
<th>V1</th>
<th>V2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F1)</td>
<td>My total score on the positioning test was ...</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(F2)</td>
<td>My total score placed me in group A/B/C ...</td>
<td>100</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>(F3)</td>
<td>I answered X questions correct/wrong/blank</td>
<td>75</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(F4)</td>
<td>I replied he question correct/wrong/blank</td>
<td>81</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(F5)</td>
<td>On average this question was replied well/badly</td>
<td>56</td>
<td>88</td>
<td>94</td>
</tr>
<tr>
<td>(I1)</td>
<td>My total score compared wrt other participants</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(I2)</td>
<td>This question was difficult/easy</td>
<td>56</td>
<td>88</td>
<td>81</td>
</tr>
<tr>
<td>(I5)</td>
<td>I score especially well in easy/difficult questions</td>
<td>56</td>
<td>56</td>
<td>63</td>
</tr>
<tr>
<td>(R1)</td>
<td>Reflection on total score</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(R2)</td>
<td>Reflection on comparison wrt peers</td>
<td>69</td>
<td>100</td>
<td>94</td>
</tr>
<tr>
<td>(R3)</td>
<td>I guessed/left blank too many questions</td>
<td>44</td>
<td>56</td>
<td>63</td>
</tr>
<tr>
<td>(R4)</td>
<td>Reflection on particular question</td>
<td>56</td>
<td>88</td>
<td>81</td>
</tr>
<tr>
<td>(R10)</td>
<td>Reflection on future academic achievement</td>
<td>69</td>
<td>88</td>
<td>94</td>
</tr>
<tr>
<td>(R11)</td>
<td>Reflection on study choice</td>
<td>75</td>
<td>100</td>
<td>94</td>
</tr>
</tbody>
</table>

Fig. 4 shows the total SUS and EFLA score and the score per EFLA-dimension. The first variant has an overall average SUS-score of 81, the second variant 76, both statistically significant (p<0.01) higher than the score of 47 of the reference dashboard. A score of more than 68 is considered above average [4], implying that the developed LAD has a better usability design than the reference dashboard. The differences between the averages of the two variants of the final dashboard are not statistically significant (p>0.2). The total EFLA-score of the first variant is 74 and of the second variant is 70. Only the EFLA score of the first variant is statistically significantly higher than the one of the reference dashboard score of 59.
Figure 4: The total SUS and EFLA score and the score per EFLA-dimension: the data dimension (questions D1+D2), the awareness and reflection dimension (A1-A4) and the impact dimension (I1+I2). Gray boxplots ('B') denote the reference dashboard [6], blue box-plots ('1') denote the first variant of the final design of this paper and green ('2') the second variant.

The results of the design requirements questionnaire showed that each of the three dashboards successfully helps participants in understanding whether their current mathematical skills are matched with the expected mathematical skills and incites users of the LAD to awareness and reflection. Both variants, however, scored significantly better than the reference dashboard on the ability to use the dashboard independently, give a better overview of strengths and weaknesses, give a better detailed overview of the obtained result and allow participants to compare themselves more to the other participants. The users also indicated that these dashboards are better at displaying only factual, objective information, without giving interpretations or conclusions, but indicated that the dashboards can also be more confronting. Furthermore, they found that the two variants were more personalized, immediately gave an indication of the most important information, were better at showing only information that is relevant, were better at providing context, were more aesthetically pleasing, add less ambiguity and have a better balance between textual and visual elements, compared to the reference dashboard. For most design requirements, the differences between the two variants are not statistically significant.

7 DISCUSSION AND CONCLUSION

7.1 Implications for LAD design

This dashboard provides feedback to participants of the positioning test for the engineering programme, inciting awareness and reflection about their strengths and weaknesses, and consequently their choice of study. The results of this LAD are interesting, as it focuses on the transition from secondary school to higher education, while most LADs in the literature focus on monitoring students when they are already at university or college. Furthermore, a comparison has been made with the reference dashboard [6] that is currently used for feedback to the participants of the positioning test. The LADs developed in this research are more visual compared to the reference dashboard. Following thorough evaluation of the six iterations of the dashboard, the most important advantages of the more visual dashboards in this paper are that they have better usability scores,
provide a better overview of the obtained results and a participant’s strengths and weaknesses and visualise only relevant and objective information. A surprising result is that, while the visual dashboards contain less context and explanation, they still lead to more interpretative and reflective insights. Users declare that they think the layering of detail is better in the more visual dashboards. The main screen provides a good overview and immediately gives an indication of the essence, while the tooltips allow for more detailed information, consistent with the guidelines of Charleer et al. [8]. According to the tests, the reference dashboard of Broos et al.[6] has too much unnecessary information and text, which leads to users getting lost and not knowing what they should learn as take-away message. Some test persons also admit skipping parts of this dashboard because they “do not want to read so much text”, causing them to miss out on important information.

The first most important general conclusion is that confining LADs to the most essential information, not displaying an overload of context and explanations, but using intuitive and simple visualisations, displaying less information, may lead to more awareness and reflections. An important part of LA applications is to make sure the end-users cannot get the incorrect interpretation, often leading to a lot of textual clarification. This research tries to convey to the designer that more text not necessarily means better insights, but well-designed and intuitive visualisations do.

Secondly, many test users mention how the dashboards of this paper are aesthetically pleasing and “fun to play with”. Animations direct the user’s attention to the most important information but are also specifically included to make the dashboard more aesthetically pleasing and show that the data is dynamic and interactive. While this result seems only of minor importance, it be should not be underestimated. Several users mention how the aesthetics make them want to play more with the dashboard and spend more time with the dashboard. This eventually leads to more insights, which is essentially the final goal of this LAD. A lot of LADs do not spend enough time on the aesthetics of the dashboard, underestimating the effect this has on the effectiveness of the dashboard.

Finally, another objective was to see which of the two variants is more effective. The differences in the results are however not statistically different. Most users prefer the first variant, as it seems less cluttered at first sight, but end-users often miss some of the functionality in this variant. Further iterations should combine the best elements of both visualizations.

7.2 Future work and limitations of the study

The more visual dashboards however also have several disadvantages and pose new challenges. As all information is displayed on a single screen, some users observe the dashboard in an unstructured way, sometimes leading to less interpretative or reflective insights and confusion. Most participants observed the dashboard in a structured manner, but further research could examine whether a different arrangement of the various graphs could resolve this issue, keeping the visual character of the dashboard. Suggestions are a more sequential ordering of the graphs, similar to a grade report in high school, or to use a guided tour to force the correct logical flow. Secondly, extra care is needed for the placement and highlighting of text. Because the visual dashboard looks more intuitive, users are less inclined to read any text at all, acknowledged by several test persons. While the graphs are mostly clear by themselves and lead to more interpretative and reflective insights, this a real concern for the development of a dashboard. Further research should examine how to highlight text to force the user’s attention to the surrounding text, even if they already understand the graph.
This study presents both qualitative and quantitative results of thorough four-stage evaluations with test users. It must be noted that the evaluation of the LADs happened with more experienced students asked to imagine being in the randomly assigned scenario of a student in transition from secondary to higher education. Test users completed the SUS, EFLA and custom questionnaires after an in-depth and a task-based interview (see Section 6). This may contribute to the explanation of inter-study differences between results reported previously [6] for the reference LAD (overall EFLA score of 72) and those reported in this paper (overall EFLA score of 59). In the former study, the actual target group of the reference LAD was surveyed using an on-screen questionnaire available within the dashboard itself. Further work is necessary to assess if, once accounted for methodological influence, outcome differences indicate that experienced students have different needs and preferences for LADs than newcomers.
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