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Chapter 1. Introduction

Chapter 1

Introduction

This report elaborates on the evaluation results of the learning analytics interventions from the STELA
project [1]. The evaluation strategies itself were described in Output 7 �Strategy and tools to evaluate
learning analytics interventions in the transition from secondary to higher education�.

This report is organized around the di�erent case studies:

1. Learning Tracker in the transition from secondary to higher education (Chapter 2),

2. LASSI, learning analytics dashboard for feedback on learning and studying skills
(Chapter 3),

3. REX, learning analytics dashboard for feedback on academic achievement (Chapter 4),

4. POS, learning analaytics dashboard for feedback to aspiring students after the po-
sitioning test (Chapter 5),

5. SPOC dashboard for teacher (Chapter 7, and

The evaluation results of the above case studies are reported along six themes of evaluation as
determined in Output 7:

� Academic achievement (Output 7, Chapter 1): where the learning analytics interventions are
connected to academic achievement;

� Use of the learning analytics intervention (Output 7, Chapter 2): the �rst step towards
generating impact of learning analytics interventions is acceptance. This chapter shows how
dashboard use can be used to evaluate learning analytics interventions;

� Perceived usefulness and usability (Output 7, Chapter 3): where the learning analytics
interventions are evaluated using the perceived usefulness and usability of the dashboards;

� First-year experience (Output 7, Chapter 4): where the dashboards are evaluated using the
overall �rst-year experience; and

� Learning engagement and learning behavior (Output 7, Chapter 5): where the learn-
ing analytics interventions are evaluated based on the impact of the interventions on learning
behavior.

� Return-on-investment (Output 7, Chapter 6): where learning analytics interventions are
assessed based on their investments but also on their scalability to larger populations and trans-
ferability to other contexts.
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Chapter 2. Learning Tracker in the transition from secondary to higher education

Chapter 2

Learning Tracker in the transition from
secondary to higher education

This chapter elaborates on the evaluation of the Learning Tracker in the transition from secondary to
higher education. It handles two particular case studies:

1. The Learning Tracker within the Pre-University Calculus MOOC (Section 2.1), which aimed
at implementing the Learning Tracker to a MOOC focusing on supporting the transition from
secondary to higher education, and

2. The Learning Tracker within a SPOC preparing for an entrance exam (Section 2.2), which aimed
at transferring the results of the learning tracker to the new context of a SPOC connected to a
high-stakes exam: the entrance exam of Medicine in Flanders.

2.1 Learning Tracker in Pre-University Calculus MOOC

(The description of the Learning Tracker below is based on [9]).

The Learning Tracker case study explored to what extent the insights from social comparison
can be translated to support learners in Massive Open Online Courses (MOOCs). To this end a
�Learning Tracker� was developed that provides feedback based on social comparison in an online
learning environment. This Learning Trackers is a personalized and scalable feedback system that
presents MOOC learners with a visual comparison of their behavior to that of their successful peers
who successfully completed a past iteration of the course. Figure 2.1 presents an example of the
Learning Tracker.

The particular case study focused on the Pre-University Calculus MOOC, which targets Bachelor
students and was designed as a refreshment course before entering higher education. The case study
reports on the the third iteration of this course, which ran from 28 June 2016 through 27 September
2016 with 12,294 learners, 85 videos, and 327 summative quiz questions. Learners were considered to
successfully complete the course if they scored higher than the threshold of 60% for the summative
quiz questions.

As elaborated in Output 7, Chapter 2, the learning tracker was evaluated in an A-B test setup
with a treatment group and a control group. The mumber of learners involved in this experiment for
the Pre-University Calculus MOOC are shown in Table 2.1.

2.1.1 Academic achievement

Regarding academic achievement, it was hypothesized that thelearning tracker would positively a�ect
successful MOOC completion.

Table 2.1 presents the completion rates in the Pre-University Calculus MOOC for both the control
and treatment group. Higher completion rates were observed for the treatment group: 4.99% versus
3.91%. However, this di�erence was not statistically signi�cant (ps > 0.25). Note that the overall
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Chapter 2. Learning Tracker in the transition from secondary to higher education

Figure 2.1: Example of Learning Tracker visualizing the learning activity of a MOOC learner in
comparison to past users who successfully completed the MOOC [9].

# # active # passing completion rate
Enrolled 12,294 3,415 158 4,63%
Control group 4,142 1,150 45 3,91%
Treatment group 8,152 2,265 113 4,99%

Table 2.1: Number of learners and active learners involved in the Learning Tracker experiment within
the Pre-University Calculus MOOC [9]. Active learners are de�ned as learners that spend more than
�ve minutes on the platform. The number of learners successfully completing the MOOC and the
completion rate, calculated with respect to the active learners, is also indicated.
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completion rate in the CalcX course was extremely low (1.7%). Even for the `active' uses (spend more
than �ve minutes on the platform) the completion rate was only 4.63%. Only 158 learners successfully
completed the course.

Hereby, the Learning Tracker was shown not to impact academic achievement within the Pre-
University Calculus MOOC. This is in contrast with the results obtained with the learning Tracker on
three other MOOCs [9] where an average rise of completion rate from 15.5% to 18.9% was observed
(� 2= 5.87, p = 0.008).

Some di�erences between the Pre-Universeity Calculus MOOC and the three other MOOCs could
explain the di�erences:

1. The population of learners in the Pre-University Calculus MOOC seems to be less committed
learners. Therefore, potential e�ects of the Learning Tracker could be obscured by high levels of
unexplained variance in completion outcomes.

2. The Pre-University Calculus MOOC is self-paced (content released all-at-once), while the other
three MOOCS are instructor-paced (content released weekly). The latter approach could be
providing more support and structure to the learners.

3. The majority of the learners in the Pre-University Calculus MOOC has low prior education,
while the other three MOOCS had a majority of high prior education learners.

A related outcome was that, when considering the background of learners, the results of the other
three MOOCs showed that the Learning Tracker improves the �nal grade of learners with high prior
education (Bachelors, Masters, or PhD degree) but not of learners with low prior education (any degree
below Bachelors).

Based on the di�erences between the impact of the Learning Tracker on academic achievement in
the Pre-University Calculus MOOC compared to the three other MOOCs, the following three possible
explanations are put forward:

1. The Learning Tracker is too complex to understand for learners with low prior education;

2. Highly educated learners are better able to synthesize the information o�ered by the Learning
Tracker and translate it into positive behavior as they are already experienced learners (with at
least some self-regulated learning skills). Less-education learners do not have the self-regulatory
skills yet to translate the feedback to behavioral change;

3. Less-educated learners are not concerned with obtaining a certi�cate, but rather focus on knowl-
edge acquisition, hereby questioning the relevance of the outcome measure of successful MOOC
completion.

2.1.2 Learning engagement and behavior

Regarding learning engagement and behavior, it was hypothesized that learners change aspects of their
behavior that are re�ected back to them in the Learning Tracker.

The Learning Tracker of the Pre-University Calculus MOOC provided feedback on on (1) quiz
submission timeliness, (2) number of quiz questions attempted, (3) average time on the platform
per week (in hours), (4) number of revisited video lectures, (5) number of forum contributions, (6)
percentage of time spent on quizzes.

Table 2.2 shows the di�erences of the average learning behaviours between the control group and the
treatment group for the six targeted activities in the Learning Tracker in the Pre-Univeristy Calculus
MOOC. The results are not showing any consistent changes in the activities of students due to the
Learning Tracker. Furthermore, no overall increase in overall learning activity could be observed.

As with academic achievement, this contrasts with the �ndings from three other MOOCs targeting
more highly education learners. In these three MOOCS, a consistent increase in learning activity in
the treatment group was observed with respect to the control group. While on an individual level,
only some learning activity metrics show signi�cant increases as a result of the Learning Tracker, it
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Chapter 2. Learning Tracker in the transition from secondary to higher education

metric control treat 1 � 2 p control treat 2 � 2 p
avg. time/week (minutes) 31.9 33.4 1.38 0.24 31.9 33.8 0.11 0.74
revisited lectures 3.44 3.62 0.59 0.44 3.44 3.42 0.35 0.55
forum posts 0.34 0.53 0.03 0.86 0.34 0.36 4.01 0.05
quiz questions attempted 31.3 32.4 1.52 0.22 31.3 33.5 0.09 0.77
time on quizzes (%) 37.0 34.0 5.08 0.02 37.0 36.4 0.15 0.70
submission timeliness (days) 47.48 45.70 1.31 0.25 47.48 46.71 0.84 0.36

Table 2.2: Learning behavior within the Pre-University Calculus MOOC with and without the Learning
Tracker [9]. Statistically signi�cant di�erences indicated in bold. The di�erent treatment groups are
originating from an additional experiment not elaborated on in this report.

was still concluded that the small increases in engagement jointly e�ectively coalesce into a boost in
desirable behavior that leads to increased completion rates. For these three MOOCs it was concluded
that the Learning Tracker caused desirable changes in learning engagement. So again, the particular
challenging context of the Pre-University Calculus MOOC (low educated learners, self-paced MOOC,
possible lack of self-regulatory skills) might explain the lack of impact of the Learning Tracker on
actual learning behavior.

2.1.3 Return-on-investment

The Learning Tracker is ascalable learning analytics intervention. Once implemented inside a MOOC
it even pro�ts from the large number of learners as it strenghtens the social comparison.

The underlying idea of the Learning Tracker can be easilytransferred to other courses. However,
it should be noted that the dimensions on which the Learning Trackers provides feedback should depend
on the particular context and learning activities within the MOOC. To this end, before deploying the
Learning Tracker it should always be checked which summarizing learning activities relate to successful
MOOC completion. For more information see Output 10.

2.2 Learning Tracker in SPOC preparing for an entrance exam

(The description of the cases study below is based on [16])

This particular case study was aiming at transferring the Learning Tracker from a MOOC context
to the context of a Small and Private Online Course (SPOC) preparing for a high stakes test. The case
study for the STELA project [1] focused on a SPOC about chemistry, which was developed in Edge
edX as a joint project of the Faculty of Science and the Faculty of Medicine at KU Leuven. The SPOC
consists of 11 modules including 66 videos and 121 exercises, which cover the required contents for the
chemistry component of the medicine admission test in Flanders. This entrance exam contains several
tests, although this SPOC was focused only on chemistry. The SPOC was part of a blended learning
support program: online modules were released gradually every fortnight (from September to May)
and alternated with three face-to-face interactive sessions. Nevertheless, in practice many students
enrolled late and they studied at their own pace. The target users were students in the last year of
secondary school (in the academic year 2016-2017) who wanted to enter Medicine in any university in
Flanders and paid a registration fee for the blended learning program.

The focus of the case study was to research if summarizing measures for learning activity can
be de�ned based on the online SPOC activity that are predictive for passing the high-stakes entrance
exam. When this would be possible, a learning tracker similar to the ones used in MOOCs (Section 2.1)
could be built. To this end a predictive analyses was performed using 18 summarizing learning activity
measures. Results show that there is statistical signi�cant di�erence in most of the summarizing
learning measures between students passing the entrance exam and the ones failing thee entrance
exam, which suggests that the learning behavior in the SPOC relates to success in the entrance exam.
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(a) Activity pro�le of a learner who passed the entrance
exam.

(b) Activity pro�le of a learner who failed the entrance
exam.

Figure 2.2: Radar charts from the SPOC case study, visualizing the activity pro�le of a learner with
respect to the averages of learners who passed and failed the entrance exam, for which the SPOC
is preparing the learners [16]. The eight dimensions for learning activity are: (per_correct) percent
of correct exercises over attempted exercises, (avg_grade) the average grade of formative exercises,
(nshow) the number of times the user asks for the solution of the exercise, (ndays) the number of days
the student accessed the SPOC, (avg_attempts) the percentage of attempted exercises in total, (CFA)
the number of 100% correct exercises, (streak_ex) the longest consecutive run of correct exercises, and
(per_open) the percentage of opened videos.

In the run of 2016, which was the focus of the case study, a total of 1,062 students accessed the
course, although only 680 completed at least one exercise and only 750 had interactions with videos.

The results of this case study are summarized in Output 6. Figure 2.2 shows the adapted Learning
Tracker.

2.2.1 Return-on-investment

This case study challenged the transferability of the Learning Tracker to the SPOC context.
Following conclusions can be made:

� Di�erent summarizing metrics were identi�ed that relate to passing the entrance exam compared
to the metrics used within the MOOC Learning Tracker. This is not surprising considering the
di�erent learning activities provided in the SPOC and the di�erent context in which it operates.

� The activity pro�les of successful learners were only shown signi�cant di�erent from unsuccessful
learners near the end of the SPOC. This is mainly due that most learners are mostly active near
the end of the course, close to the actual data of the entrance exam. Therefore, the idea of
a week-by-week comparison of each learner to past successful learners is not applicable to this
context.

As a conclusion, further research is needed to evaluate the potential of transferring the Learning
Tracker from the MOOC to the SPOC context.

2.3 Conclusion

The case study of the Learning Tracker showed that the context of transition from secondary to higher
education is particularly challenging. The Learning Tracker has proven to successfully impact aca-
demic achievement (MOOC completion and obtained grades) and online learning engagement and
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behaviour. These successes could however not be replicated within a Pre-University Calculus MOOC
speci�cally targeting students in the transition from secondary to higher education.
The idea of the Learning Tracker was transferred from the MOOC context to the context of a SPOC
preparing for a high-stakes entrance exam. Again, the particular context of the SPOC required adap-
tations to the Learning Tracker (feedback should be provided to other dimensions of learning activity)
and even threatened its week-by-week implementation.

Rec. 1: Impact is hard to obtain.

The case study of the Learning Tracker showed that even proven successful learning analytics
interventions do not automatically lead to impact in the context of secondary to higher education.
The students in the transition from secondary to higher education may in particular lack the self-
regulatory learning skills that are required to handle upon the actionable feedback.

Rec. 2: Context matters.

The context of the transition from secondary to higher education is challenging . In
particular the lower educational level of the students in the transfer and the possible lack of self-
regulatory skills should be taken into account when developing and evaluating learning analytics
interventions.
The case study oftransferring the Learning Tracker from a Massive Open and Online
Course (MOOC) to a Small and Private Online Course (SPOC) shows that context
matters. The di�erent learning activities and the particular context of the SPOC preparing for
a high-stakes entrance exam required adaptations to the Learning Tracker and the summarizing
measures for learning activities it is providing feedback on in particular.
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Chapter 3

LASSI: learning analytics dashboard for
feedback on learning and studying skills

The text and results below is obtained from the STELA project case studies published in [3, 7].

The learning analytics intervention itself is described in Output 6.
The results below are based on the �rst run of the LASSI dashboard with 1406 �rst year students in 13
di�erent STEM programs at KU Leuven. These students received a personalized invitation by email
to access the dashboard, stating that it provides actionable feedback on their learning skills based on a
pen and paper questionnaire they earlier �lled out in class. Students that did not complete the survey
or did not consent to the usage of their data for research were excluded.

3.1 Use

This section �rst discusses the click-through rat itself and next analyses the click-through rate and the
reading of the tips within the dashboard based on the student pro�le.

3.1.1 Global

1135 (80.7%) of the students clicked on the link in the invitation email and entered the LASSI dash-
board. The click-through rate di�ers between study programs and ranges from 63.5% to 89.1% (Fig-
ure 3.1). 67.7% of the students that did click through, did so within the 48 hours after the dashboard
was launched, 81.2% within 72 hours and 89.1% within 168 hours (Figure 3.2).

Most students clicked through using a desktop browser (74.6%) or a smartphone (22.9%) (Ta-
ble 3.1). The use of tablets and other media devices was limited. Students using a non-desktop device
are clicking through faster, as indicated by the initial peak in their user share (Figure 3.2).

3.1.2 Student Pro�le and Behavior - exploration

On average, the 80.7% of the students clicking through to the dashboard, have ahigher score on the
learning skill scores(Figure 3.3). This di�erence is signi�cant for each of the learning skills as shown

Table 3.1: Number and percentage of students that go to the dashboard and provide feedback, de-
pending on the device type

total desktop smartphone tablet other

on platform 1135 847 260 21 7
(100%) (74.6%) (22.9%) (1.9%) (0.6%)

full feedback 167 148 15 2 2
(14,7%) (17.5%) (5.8%) - -

12
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Figure 3.1: Click-through per study program, expressed as the percentage of invited students to the
LASSI dashboard. The 13 study programs are grouped as follows: Bio-Engineering; CBBGG (Chem-
istry, Biology, Biochemistry-Biotechnology, Geography, Geology), Engineering Science, Engineering
Science: Architecture, Engineering Technology, and MIP (Mathematics, Informatics, Physics). The
width of the bars is proportional to the number of students in the grouped study programs.

Figure 3.2: Running percentage of invited students that clicked through to the dashboard. The vertical
lines represent individual �rst access events. The blue line plots the share of non-desktop users.
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Figure 3.3: Boxplots comparing the learning skill scores of students that did not (red) click through
with those that did click through (green)

Figure 3.4: Boxplots comparing the respective skill scores of students that did not (red) viewed the
corresponding tips (by clicking �Okay, what now?�) with those that did view the tips (green)

by a one-directional Mann-Whitney test1.
Of the 1135 students that did click through to the dashboard, 399 (35.2%) clicked on `Okay,

what now?' to read the improvement tips on the concentration tab, 200 (17.6%) on the anxiety tab,
172 (15.2%) on the motivation tab, 173 (15.2%) on the test strategies tab, and 229 (20.2%) on the
time management tab. The proportion of students viewing the tips for concentration (�rst tab) to
every other learning skill was compared using a Kruskal-Wallis test, applying a multiple comparison
according to Dunn with a Bonferroni correction yielding p-values below2e� 16. Tips for concentration
have signi�cantly higher views compared to the other tips.

On average, students that read the improvement tips for a speci�c learning skill, tend to have a
lower corresponding learning skill score(Figure 3.4). This result is found to be signi�cant for each of
the learning skills when applying a one-directional Mann-Whitney test2.

3.1.3 How learner pro�le a�ects use

This section presents an in-depth analysis of the interplay between the message the dashboard aims
to convey and the pro�le of the targeted student. The relatively large number of students involved

1p-values 0.01921* for concentration; 0.01043* for anxiety; 0.00223** for motivation; 0.00001 **** for test strategy;
0.00104** for time management

2p-values 0.01681* for concentration; <0.00001 **** for anxiety; 0.00360** for motivation; <0.00001 **** for test
strategy; 0.00016*** for time management
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permits a quantitative study of in-dashboard behavior to address three research questions:

RQ 1. Who is the dashboard reaching?! How do learning skills a�ect the click-through-rate (CTR)
of the learning dashboard?

RQ 2. Is the dashoard's message invoking questions?! How do learning skills levels in�uence user
activity with regard to dashboard sections related to those (corresponding) learning skills?

RQ 3. Are learning skills relevant to learning dashboard use?! Do some learning skills a�ect learning
dashboard user activity related to other (non-corresponding) learning skills?

These questions were inspired by the context of student advising services in which the project was
embedded. Advisers had divergent expectations about if the learning dashboard could reach students
with di�erent pro�les equally and especially to its appeal to students with lower learning skill scores.
Understanding how di�erent types of students � in this case, students with di�erent learning skill
scores � perceive and interact with learning dashboards may provide useful information to improve
the design of future student-facing learning dashboards.

The learning dashboard was built on recent work in educational sciences on learning skills, their role
in explaining learning performance in higher education and the speci�cs thereof in STEM education.
At the same time, the learning dashboard is also an artifact in the"learning through the act of building"
tradition of design science research[12, 15]. This section shows the results of an inductive approach,
using exploratory data analysis to spot links, while working toward an integrated model.

The same type of plot is used throughout this section. Figures 3.5�3.7, 3.9 represent logistic
regression information in a compact format [20]. The implementation forR by [10] was used, with a
few minor changes. The left hand side vertical axis of these �gures shows the predicted probability
of event occurrence. The horizontal axis depicts the learning skill scores as assessed by the LASSI.
Frequency histograms for each category of the dependent variable facilitate interpretation of the e�ect
of the data points on the logistic regression curve. The right hand side vertical axis represents the
frequency count. The (red) curve shows the predicted probability that a student will exhibit a certain
behavior (click through, read tips, return to tab). An upward curve suggests a positive relationship:
the more students master the learning skill, the higher the predicted probability they will engage.
A downward curve suggests the opposite: the fewer students master the learning skill, the less they
are predicted to engage. The plot was extended by adding two (blue) vertical lines. The solid line
represents the average learning skill level of students who did not display the behavior in question; the
dashed line represents the average for students who did.

3.1.3.1 Click through

Figure 3.5 shows an upward slope for each of the �ve learning skills, indicating an increased probability
of clicking through for students with better learning skill levels. The di�erence was found to be
signi�cant for each of the learning skills separately [7].

Figure 3.5: Predicted probability of click-through to the LASSI dashboard, depending on each learning
skills score.
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3.1.3.2 Corresponding learning skill behavior

Once students clicked through, the relationship between learning skill levels and user activity seemed
to be inverted: the top row of plots in Figure 3.6 shows a downward slope for each of the learning
skills with regard to reading corresponding tips: the lower students' levels, the more likely they were
to read the improvement advice. The di�erence was found to be signi�cant for each of the learning
skills separately [4].

A similar picture is sketched for returning a second time (or more) to reread the content related to
a weaker learning skill. A one-tailed Man-Whitney test was applied. For concentration (p=1 � 10� 4),
motivation (p=0.0025), test strategy (p= 3 � 10� 4) and time management (p=0.0021), the di�erence
in distributions of learning skill scores for students that did return to the corresponding tabs was found
to be signi�cant at the 5% level, but not for anxiety (p=0.1546).

Figure 3.6: Predicted probability of reading corresponding tips (top) or returning to corresponding
tab (bottom) depending on each learning skills score for the LASSI dashboard.

3.1.3.3 Other learning skills behavior

For some learning skills, an association was found with student's behavior (reading tips, returning to
tabs) for other, non-corresponding learning skills.

Reading tips. Figure 3.7 (top) shows an upward slope for two out of �ve learning skills, indicating
an increased probability of opening at least one of the tips related to the other learnings skillshigher
for students with higher motivation and test strategy scores. A one-tailed Mann�Whitney test was
conducted; only for motivation (p=0.0017) the distributions di�ered signi�cantly between the group
that accessed at least one the non-corresponding tips and the group that did not read any of the
non-corresponding tips (p=0.2719 for concentration, p=0.4994 for anxiety, p=0.0975 for test strategy,
p=0.4648 for time management).

Returning to tabs. Figure 3.7 (bottom) shows a downward slope for each of the learning skills,
suggesting an increased probability of returning to at least one the tabs related to the other learnings
skills higher for students with lower scores for any of the learning skills. A one-tailed Mann�Whitney
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Figure 3.7: Predicted probability of reading at least one non-corresponding tip (top row) or returning
to at least one non-corresponding tab (bottom row) depending on each learning skills score for the
LASSI dashboard.

test resulted in support of this at the 5% level for concentration (p=0.0112), anxiety (p=0.0262),
motivation (p=0.0369) and time management (p=0.0142), but not for test strategy (p=0.0848).

3.1.3.4 Integrated model

Figure 3.8 shows that learning skills are not uncorrelated. Some of the outcomes attributed above to
one learning skill may be due to underlying e�ects of another, correlated learning skill. In order to
further analyze students' engagement with the dashboard several logistic regression models were con-
structed. Information about study program3 and gender and interrelationships between the learning
skills was included. The goal was not so much to look for absolute numbers, but rather to check if
earlier results remain valid outside of isolation.

The initial predictors for each of the models are the students' scores for each of the learning skills
(CON, ANX, MOT, TST, and TMT), the study program in which they are enrolled (using `Bio Engineers'
as reference group) andgender (female=1). In order to �nd the best �tting predictors, a stepwise
regression procedure in both directions based on the Akaike information criterion (AIC) was applied.
Model �t was assessed using likelihood ratio chi-square tests. For a summary of results, see Table 3.2.

The clicked model aimed to predict the probability of students clicking through to the dashboard
depending on their pro�le. Of all students that received an invitation, 80.73% clicked through to
the dashboard. Students with higher test strategy scores and students with higher time management
scores seemed to have an increased probability to click through, but only for the latter the model
yielded a statistically signi�cant result. The study program the student is enrolled in also played a
signi�cant role. Gender and the other learning skill scores were not signi�cant.

The return to tab models aimed to expose which student characteristics play a role in revisiting
tabi for learning skill i compared to visiting tabi only once or not. An interesting �nding was that
students with a lower score for a speci�c learning skill scorei tended to return more often to the cor-
responding tabi . This �nding was present for all return to tab models except for time management.

3Twelve study programs were grouped into six study program groups: Bio-Engineering; CBBGG (Chemistry, Biology,
Biochemistry-Biotechnology, Geography, Geology), Engineering Science, Engineering Science: Architecture, Engineering
Technology, and MIP (Mathematics, Informatics, Physics)
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Figure 3.8: Ellipse matrix[17] of correlation for the �ve learning skills (concentration, (lack of) failure
anxiety, motivation, use of test strategies, and time management) suggesting that learning skills are
not entirely independent.

Table 3.2: User behavior and pro�le, coe�cients for logistic regression models. Diagonally marked
(blue) are coe�cients for dashboard content related to the learning skill corresponding to the score.
Marked vertically (light red) are the coe�cients associating the motivation score to dashboard contents
for the four other learning skills.

n Intercept Academic skills Study program Gender

(no/yes) CON ANX MOT TST TMT EngSc EngSc-Arch CBBGG EngTech MIP (female)

Clicked
271/1135 -0.806 � � � 0.0363 0.0501** 0.570* 0.724 -0.942*** -0.238 0.194 �

Return to tab
CON 792/307 0.909* blue!10-0.0633*** � � � � � � � � � -0.387 *

ANX 804/277 0.801 � blue!10-0.0363** -0.0447* � � 0.625 * 0.0515 0.124 0.39 0.697* �
MOT 804/265 1.08 � -0.0351* blue!10-0.0512** � � 0.596 * 0.396 -0.109 0.264 0.57 -0.458*

TST 796/273 0.937 � � 0.0322 blue!10-0.0693*** -0.0308 � � � � � -0.365 *

TMT 890/173 -0.746 -0.0563** � � � � 1.06 ** 0.656 0.56 0.516 1.10** -0.34

Tips
CON 700/399 -0.438 blue!10-0.0629*** � orange!170.0563** � � � � � � � �
ANX 881/200 0.251 � blue!10-0.120*** orange!170.0525* � � 0.217 -0.286 -0.162 -0.646* -0.690* 0.378*

MOT 897/172 0.607 � � blue!10-0.0627** � � -0.378 -0.226 -0.504 -0.939*** -0.552 �
TST 896/173 -0.233 � � orange!170.0850*** blue!10-0.135*** � � � � � � 0.394 *

TMT 834/229 -2.47** � � orange!170.0598* 0.0828*** blue!10-0.119*** 0.0598 -0.529 -0.707* -0.477 -0.477 0.324

* p � 0:05; ** p � 0:01; *** p � 0:001

A possible explanation for this could be that most students accessed the tabs from left to right, in
the same alphabetical order they were presented. Time management happened to be discussed on the
last, outer right tab on the dashboard, thus students did not need to return to the time management
tab after a �rst skimming of the dashboard because they were already on it. Study program was a
signi�cant predictor for returning to the anxiety tab, the motivation tab, and the time management
tab. Also male students seemed to return more often to a speci�c tab compared to female students.
This was signi�cant at the 5% level for returning to the concentration tab, the motivation tab, and
the test strategy tab.

The tips models aimed to predict which students clicked on thèOkay, what now?' button for
each tabi , which gave them practical tips to improve the corresponding learning skill. Similar to
return to tab , students with a lower scorei were predicted to be more likely to click on the`Okay,
what now' button corresponding to the learning skill i . The students' study program was signi�cant
for the anxiety tips, the motivation tips, and the time management tips. Female students seemed to
click more often on the tips compared to male students. This was signi�cant at the 5% level for the
anxiety and the test strategy tip clicks. Motivation played an remarkable role for all four of the other
learning skills: for any given level of concentration, anxiety, test strategy, and time management, an
increased level of motivation led to a higher user user interest in the improvement tips.
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Table 3.3: Comparison of simpli�ed logistic regression models for return to anxiety tab behavior, with
and without interaction terms.

Return to tab:ANX Intercept ANX gender anx �gender AIC

Without interaction -0.2459* -0.0287 -0.3462* � 1259.7
With interaction -1.0514* -0.0002 2.3896** -0.1069*** 1248.8

* p � 0:05; ** p � 0:01; *** p � 0:001

3.1.3.5 Interaction e�ects

Several extended models were tested to include interaction e�ects of learning skills with gender, in-
teraction of motivation with the other four learnings skills and cross-interaction of all learning skills,
whether or not combined with gender interactions. Most of these models provided only limited addi-
tional information at the expense of increased complexity. Therefore, the analysis is con�ned to the
interesting case of interaction between anxiety and gender. Remember that anxiety is measured on an
inverted scale: thehigher the anxiety score, thelower the level of anxiety.

As shown by Figure 3.9, anxiety exhibits an interaction e�ect with gender for the probability of
returning to the anxiety tab. The slope is less or more straight for male students (left-hand side) and
clearly downward for female students. Also the di�erence in means as shown by the blue vertical lines
is negligible for male students, while it is distinct for female students.

To illustrate the impact of the interaction e�ect, Table 3.3 provides two simpli�ed logistic regression
models, one that tries to predict the return to anxiety tab using only the anxiety level and gender as
predictors and a second model that also includes the interaction term. The in�uence of the anxiety
level disappears almost completely for male students in the second model and strongly increases for
female students.

Figure 3.9: Illustration of interaction e�ects. The chart on the left-hand side shows the predicted
probabilities for male students returning to the anxiety tab in relation to their anxiety score. The
right-hand side chart depicts the same information for female students. The interaction e�ect of gender
is clearly visible by the di�erences between left and right.

3.1.4 Conclusion

An interesting �nding, is that students that click through to the dashboard, have higher learning
skills scores on average. Learning dashboard design should take into consideration that reaching
di�erent target groups may require di�erent approaches and levels of e�ort, especially when targeting
students with an at-risk pro�le. On the other hand, this observation may also point out that students
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Figure 3.10: Survey responses. Students were asked to provide feedback using the scale (� ) 1-2-3-4-
5 (+ ).

with stronger pro�les should not be overlooked in the design and that learning analytics should not
restrict itself to the at-risk pro�les. On the other hand, once students clicked through to the dashboard,
those that engage more (view the improvement tips for a particular learning skill), are students with
a higher �need� (lower scores for the corresponding learning skill on average). The biggest challenge is
therefore to get at-risk students on the dashboard rather than to keep them engaged on the dashboard,
which is subject of further research.

Regarding the question which audience was reached by the LAD, the results indicate that learning
skills may indeed a�ect the click-through (response) rate for the LAD (RQ-1): the higher the score for
a particular learning skill, the more likely students were to access the dashboard. While most learning
skills seemed to exhibit such an e�ect in isolation, only time management did so with statistical
signi�cance in a reduced model. The higher the time management skills of the student, the more likely
the student was to access the dashboard. One unexplored interpretation may be that students with
inadequate time management skills simply missed or forgot our invitation.

As an indicator of the ability of the dashboard to invoke self-re�ection, the results indicate that
learning skill levels in�uenced user activity related to content about those learning skills in our LAD
(RQ-2). In most cases, with the exception of returning to the time management tab, which is possibly
explained by an order e�ect, a lower learning skill level tended to lead to increased user activity
(revisiting tabs, reading tips) concerning this particular learning skill.

Furthermore, the results did show that particular learning skills a�ected user activity in connection
to other learning skills (RQ-3). This was especially the case for motivation. Motivated students are
engaging with the dashboard more intensively, possibly because they see it as an opportunity to
improve.

Additionally, the results provide an indication for an in�uence of study program and gender.
Especially the role of gender deserves to be studied more thoroughly. For example, male students
were more likely to reread some of the learning skill tabs, while female students accessed the tips
more frequently. Moreover, gender demonstrated an interaction e�ect that was explicitly outspoken
in relation to anxiety and reading anxiety tips.

3.2 Perceived usefulness and usability

Although the e�ort required to answer the three survey questions, shown using a microinteraction,
was minimal, only 14.7% of accessing students provided feedback on all three questions. Students
using mobile devices such as smartphone and tablet are less tempted to provide feedback than desktop
users (Table 3.1). Most of the students that provided feedback indicated that they �nd the dashboard
useful (71%) and clear (89%). The preference for more information of the same type is also positive,
but less pronounced (55%). Figure 3.10 summarizes the student feedback.
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3.2.1 Conclusion

In their feedback, students tend to appreciate the usefulness and clearness of the dashboard. When
asked if they would like to receive similar (more) feedback however, the response is more moderately
positive. The wording of the last question may have been ambiguous as it may refer to more feedback
about learning skills in particular as much as it may refer to a more general interest in any type of
learning related data, as was intended.

The proportion of students providing feedback is limited. Although the questions had a prominent
place in the dashboard, there may be an underling usability problem that discourages students to
provide feedback, especially for students accessing the dashboard using a mobile device as the feedback
rate is even lower for these users. In the next versions of the dashboard, the feedback question where
shown using a micro-interaction.

3.3 Return-on-investment

This section discusses the experiences regarding both the scalability and the transferability of the
LASSI dashboard.

3.3.1 Scalability

The LASSI learning dashboard was gradually scaled to new programs inside KU Leuven. In 2017-2018
26 programs of KU Leuven participated in a large scale pilot, reaching 4367 �rst-year students. To
support this up-scaling two measures were taken:

1. All textual content, including introduction, learning skill information and improvement tips on
each tab, usedtext parameterization , which immediately ful�lled basic adaptations such as
automatically �lling in the program at hand ( @program@) or the name of the student adviser
(@your_advisor@). The student advisers of the participating programs submitted the actual
values of the parameters of their program one week before the deployment of the dashboard.

2. Student advisers from participating study programs were invited to adapt the textual content
of the dashboard itself and the invitation e-mail, based on their expertise. To facilitate this
process, messages were chunked into parts and made editable using Markdown, a lightweight
text markup language, extended with dashboard-speci�c features like@studentName@to insert
the name of the student or@yourGroup@to embed a part of the chart legend within the text.

The above two measures were considered to be important to realize buy-in from the involved pro-
grams. In practice, the student advisers of most programs only made few textual changes in the
dashboard, indicating that the LASSI dashboard was, supported by the above measures, scalable to
other programs.

Rec. 3: Acceptance precedes impact

Before impact can be realized with learning analytics dashboards, dashboards have to �nd their
way to practice. Therefore, these dashboards have to be accepted �rst by the stakeholders. The
involvement of the student advisers in design of the learning dashboards, and the possibility to
edit the content of the dashboards directly in particular, have created the required acceptance.

Di�erent study programs embedded the dashboards di�erently within their support practices. Most
programs inform students about the dashboard during general info sessions and point to students that
they will receive an invitation through email. The programs of the faculty of Arts used a di�erent
procedure. The student advisers use the results of the LASSI survey in an individual conversation
with the student during the second week of the academic year. During this conversation students are
informed about the dashboard and are noti�ed that they will receive an invitation to the dashboard in
the coming weeks. In the faculty of Science, the LASSI dashboard was used during workshops o�ered
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to �rst-year students in the academic year 2018-2019. Consulting the LASSI dashboard and re�ecting
on the results was an integral part of the session.

Addition to Rec. 2: Context matters.

The case study of the LASSI dashboard reveals that the di�erent involved programs embed the
dashboards di�erently within their support practices. The LASSI dashboard was found to be
useful for embedding in both private conversations between student and student adviser and in
workshops regarding learning and studying skills.

3.3.2 Transferability

The LASSI dashboard was transferred from the context of KU Leuven to TU Delft. The main goal of
this case study was to test the transferability of the LASSI dashboard.

In the �rst run (academic year 2017-2018) it was launched within one program, reaching 82 stu-
dents. In the next academic year (2018-2019) it was extended to four programs, now reaching 238
students.

The response to the questionnaire (around 15%) was a lot lower compared to the setting of KU
Leuven (more than 90%). This highlights that an explicit buy-in and involvement of the stakeholders
in the programs is very important. The most common recruitment method in TU Delft was to invite
students by email for participation in the questionnaire, while at KU Leuven the questionnaire was in
most programs an integral part of the welcoming of students, where student were requested to �ll in
the questionnaire (paper-and-pencil or electronically) during the session.

Addition to Rec. 3: Acceptance precedes impact

The transfer of the LASSI dashboard from KU Leuven to TU Delft proved that acceptance is
key before impact can be realized. At TU Delft there was less buy-in from sta� and students
before the launch of the learning dashboards, resulting in a low response rate to the questionnaire
preceding the intervention. This shows that it is important that the learning analtyics intervention
is well-accepted within the study programs such that sta� will take the responsibility in the
communication towards students and students can take a well-informed decision whether they
want to participate or not.

The dashboard itself however proved to be transferable. TU Delft integrated the LASSI dashboard
within the own university propriety systems, based on the implementation of KU Leuven. As with
KU Leuven, students were invited by email to the dashboard and gained access through their student
login.

3.4 First-year experience

As the LASSI dashboard was jointly deployed with the REX dashboard (Chapter 4), their impact on
the �rst-year experience is evaluated together in Chapter 6.
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Chapter 4

REX: Dashboard for feedback on
academic achievement

The text and results below is obtained from the STELA learning analytics project case studies published
in [5].

The learning analytics intervention itself is described in Output 6.

The results below are based on the �rst run of the REX dashboard with 1905 �rst-year students
in 13 di�erent STEM programs at KU Leuven. These students received a personalized invitation by
email to access the dashboard, stating that it provides actionable feedback on their learning academic
achievement. The email was sent shortly after o�cial publication of their exam scores.

4.1 Use

Figure 4.1 presents the click-through rate for the REX dashboard. Out of 1905 unique students that
received an invitation by email, 887 (47%) used the dashboard. There is a remarkable di�erence in
click-through rate between the di�erent programs. Students in programs Bio-Engineering, Engineering
Science, and Engineering Science - Architecture received the invitation one day after online publica-
tion of their results in the university's portal. Respectively 55%, 68% and 60% of students in these
programs clicked through to the dashboard. For students of the Science faculty (Chemistry, Biology,
Biochemistry and Biotechnology, Geography, Geology, Mathematics, Informatics, and Physics) a dif-
ferent procedure applies. Students need to pick-up the results in person, allowing student advisers to
provide some extra information on the spot. These students received the dashboard invitation only
after this procedure was completed, which may partly explain why the click-through rates were only
between 22% and 40% for these programs.

The students' global academic achievement is expressed using the cumulative study e�ciency1,
the fraction of obtained credits from the total of credits booked within the personal study program.
The click-through rate was norteworthy di�erent between the di�erent CSE groups. More than half
(56.3%) of the students with a relatively good study progress � from here on referred to as the �green�
group � do click through from invitation to dashboard. Among students with an alarming low study
progress � the �red� group � only 34.8% are visiting the dashboard. The �orange� group that sits
between the other two has a click-through rate of 45.9%. Possibly, this di�erence may be explained by
students who have already given up and may have lost interest in further information. Additionally,
it is possible that student characteristics that result in a lower interest in the dashboard also result in
lower exam results. Although more research is required to explain the exact cause of the di�erence,
the suggestion that student dashboards are more likely to appeal to �successful� students, is already
informative, especially when considering that many e�orts in learning analytics are focused on at-
risk students and drop-out prevention. On the one hand the suggestion is that additional e�ort is

1https://www.kuleuven.be/english/education/student/studyprogress/cse
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Figure 4.1: Click-through rate for the REX dashboard in the �rst deployment of the REX dashboard
within 13 STEM programs at KU Leuven.

required to reach �weaker� students, on the other hand, dashboards should be adapted to provide
appropriate feedback that is valuable to �successful� students, for example by informing them about
honor programs or outlining the prospect of an advanced academic training.

4.2 Perceived usefulness and usability

Students were asked to respond to three statements on a 1 (-) to 5 (+) scale in a micro-interaction:

1. I �nd this information useful (usefulness).

2. I �nd this information clear (clearness).

3. This information in�uences how satis�ed I am with my results (re�ection).

Figure 4.2 presents the results of the three questions. 289 out of 887 (32.6%) dashboard users provided
full feedback on all three statements. Usefulness was rated positively (response 4-5) by 87.7% of
feedback-providing students within the �green� CSE group for their study program, 90.8% by the
�orange� group, and 90.3% by the �red� group. Clearness was rated similarly: 88.2%, 88.0% and 90.3%
in the �green�, �orange�, and �red�groups respectively. Students within the middle �orange� group
seem to respond with a slightly lower score on average. When asked if the information provided by
the dashboard has in�uence on how satis�ed students are with their results, based on the idea that
providing perspective may alter how students think and feel about their own results, the response is
more considerable more moderate. 48.4% of students in the �green� group, 40.5% of students in the
�orange� group and 26.7% of students in the �red� group provide a positive response. A large share of
students provides an answer somewhere in the middle (35.9%, 45.7%, and 42.2% for the three groups
respectively) and up to 31.1% of students in the �red� group indicate that the dashboard did not alter
satisfaction about their results.

4.3 Return-on-investment

This section discusses the experiences regarding the scalability of the REX dashboard.
The REX learning dashboard was gradually scaled to new programs inside KU Leuven. In 2017-

2018 26 programs of KU Leuven participated in a large scale pilot. Not only the �rst-year students, the
primary target audience, were invited, but all students in the involved bachelor (except for Economic
Sciences) and bridging programs. Hereby, the dashboard was sent to 12.180 students. To support this
up-scaling the same two measures were taken as with the LASSI dashboard:

1. All textual content was using text parameterization , which already ful�lled basic adaptations
such as the actual program of the user (@program@) or the name of the adviser of the student
(@your_advisor@). The student advisers of the participating programs submitted the actual
values of the parameters of their program one week before the deployment of the dashboard.
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Figure 4.2: Response to three feedback questions appearing in a microinteraction in the REX dash-
board for the �rst deployment of the REX dashboard within 13 STEM programs at KU Leuven.

2. Student advisers from participating study programs were invited to adapt the textual content
of the dashboard itself and the invitation e-mail, based on their expertise. To facilitate this
process, messages were chunked into parts and made editable using Markdown, a lightweight
text markup language, extended with our own dashboard-speci�c features like@studentName@
to insert the name of the student or @yourGroup@to embed a part of the chart legend within
the text.

Additionally, as �rst-year students often require targeted information compared to more experienced
students, separate tabs and text were created for the non-�rst year students.

The above three measures were considered to be important to realize buy-in from the involved
programs. In practice, most programs only made few textual changes in the dashboard, indicating
that the REX dashboard was, with the above measures, scalable to other programs.

Rec. 3: (repetition) Acceptance precedes impact

Before impact can be realized with learning analytics dashboards, dashboards have to �nd their
way to practice. Therefore, these dashboards have to be accepted �rst by the stakeholders. The
involvement of the student advisers in design of the learning dashboards, and the possibility to
edit the content of the dashboards directly in particular, have created the required acceptance.

Di�erent study programs embedded the dashboards di�erently within their support practices.
Most programs announced the dashboards either in an info session preceding the examination period
on which the dashboard would provide feedback, or in an info session after students received their
grades.

The programs of the faculty of Science (8 programs) and the faculty of Arts (two programs)
deliberately delayed the uploading of grades in the o�cial university database, resulting in a delayed
release of the REX dashboard. This allowed them to personally invite students to communicate their
grades, before students received their grades through the KU Leuven system. As a result, the science
students only received the invitation in the second week of the second semester, after having the
opportunity to collect their grades during a personal conversation with their study advisor and having
received the grades through the o�cial KU Leuven system. Therefore, for the science students the
invitation for the dashboard was the third moment of feedback on their academic achievement, possibly
explaining lower click-through rate for the programs of this faculty.

Addition to Rec. 2: Context matters.

The case study of the REX dashboard reveals that the di�erent involved programs embed the
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dashboards di�erently within their support practices. The results of the dashboard regarding use
and perceived usefulness have to be interpreted with the di�erence of context into mind. Without
knowing the context, the di�erences in impact are hard to understand or explain.

4.4 First-year experience

As the REX dashboard was jointly deployed with the LASSI dashboard (Chapter 3), their impact on
the �rst-year experience is evaluated together in Chapter 6.
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Chapter 5

POS: dashboard for feedback on
positioning test for aspiring students

The learning analytics intervention itself is described in Output 6.

5.1 Original POS dashboard

The text and results below is obtained from the STELA project case study published in [5].

The results below are based on the �rst run of the POS dashboard for aspiring students par-
ticipating in the engineering science positioning test, which provides feedback on the participants'
mathematical problem solving skills [8, 21, 22].

As a test run, students who took the July '17 edition of the positioning test, did not receive a
direct link to the dashboard yet. Instead, a limited group of students that made an appointment with
a student advisers were invited to bring their personal feedback code to the meeting. Upon entry of
this code, the feedback dashboard became available as an instrument to facilitate theconversation
between students and student advisers . For a �rst qualitative study of dashboard usage, some
of these conversations were recorded (N=12) and coded. Following a positive evaluation of the dash-
board test run in the safe environment of the student-advisor interaction, it was approved for general
availability in a student-only context for mid-September test participants. Together with the test re-
sults, a link to the dashboard was included in the email message to 421 students. Once the dashboard
was o�ered to aspiring students, additional user evaluations were conducted and usage behavior was
tracked.

5.1.1 Use

337 out of 421 invited students clicked trough from the invitation email to the learning dashboard
(N=337), resulting in a click-through rate of 80%. Regarding use, several events like clicking and
scrolling behavior and total usage time were monitored. A particular �nding (see Figure 5.1) is the
di�erence in mean and median positioning test scores of aspiring students who

1. did not use the dashboard at all;

2. did access the dashboard, but did not view all feedback categories;

3. viewed the entire dashboard.

This may indicate that students with a stronger pro�le also tend to be more open to holistic feedback,
while students with a weaker pro�le may be more focused on the feedback speci�cally linked to the
positioning test outcome.
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Figure 5.1: Use of the POS dashboard: participant`s test score versus dashboard use.

5.1.2 Perceived usefulness and usability

As explained in Output 7, to evaluate student's perception of the learning dashboard, students were
asked to complete an on-screen questionnaire implementing theEvaluation Framework for Learn-
ing Analytics (EFLA, version 4), a validated instrument [18, 19] to assess and compare LA tools.

The results are based on the responses of 35 users. The dashboard has an overall EFLA score1

of 72/100 (see Figure 5.2 for item scores), which is acceptable for a �rst iteration available at scale.
Questions A1�A4 and I1�I2 are grouped into the Awareness & Re�ection and Impact dimensions
respectively, with scores 66/100 and 65/100, illustrating that the dashboard performs without major
�aws, but with room for improvement. The data dimension outperforms with a score of 84/100.

5.1.3 Return-on-investment

This section discusses the experiences regarding both the scalability of the POS dashboard. First
of all, the POS dashboard operates in a very particular context. Participants in the positioning
test are aspiring students are not subscribed to a university program yet, which provides particular
challenges for the feedback and participants' data privacy. The participants have at the time of data
collection no formal relationship with the participating institutions (yet). Therefore, unlike the LASSI
and REX dashboard the access to the POS dashboard can't be linked to the students' university
login. Additionally, universities are not allowed to have the test results of non-subscribed participants.
Furthermore, feedback to the participants should be provided as soon as possible, considering it should
still in�uence the students study choice, and using an online format, as there is no other way to
contact the aspiring students. Finally, upon request participants can book an appointment with a
student advisers of any of the participating universities. To this end, the participants's data and test
results should be made available to the student advisers, but as stated before, without disclosing all
the individual results of the tests of participants.

One important realization that supports this particular context is the use of feedback codes . The
POS case study implements the conceptual framework for de-identi�cation for LA described by Khalil

1Seehttp://www.laceproject.eu/evaluation-framework-for-la/ for concise instructions to calculate overall and
dimensional EFLA scores.
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Figure 5.2: User responses on a scale of 1-10 on the eight EFLA evaluation questions, further grouped
into three categories Awareness & Re�ection, Impact, and Data.
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& Ebner [14]. Test and survey results are collected and processed by a shared organization trusted by
the participating universities. Before delivery to the LA case study, these data are stripped from per-
sonal identi�ers and characteristics that allow for straightforward re-identi�cation. A pseudonymiza-
tion process replaces the identi�ers with a surrogate key of the format10ir-9c7s-41jn-18 (dummy
example), the `feedback code' . In addition to a pre�x and optional spaces or dashes as chunk de-
limiters, the key format contains ten random alphanumeric digits (a-z; 0-9), resulting in3610 possible
combinations.

Aspiring students who participated in the positioning test, receive an institutional-neutral invita-
tion email with their general result for the positioning test (passed / failed and score). The message
includes a personal feedback code and a link to the dashboard, which is openly accessible via HTTPS.
An opening page prompts the anonymous visitor to enter a feedback code. The data access API of
the dashboard system is throttled to a limited number of simultaneous connections and imposes an
arti�cial delay of 1 second before replying to requests, to obstruct brute-force guessing of feedback
codes to obtain (anonymous) test results. Aspiring students who prefer to discuss the results with a
SA of one of the involved universities, have the option to share their feedback code. This approach
con�rms the active agent position and data ownership of the student.

Addition to Rec. 2: Context matters.

The case study of the POS dashboard reveals that the particular context can strongly in�uence
the learning analytics solutions. For the POS dashboard the users, who are aspiring students,
have at the time of data collection no formal relationship with the participating institutions (yet),
which provides particular challenges for the feedback and students' data privacy. The procedures
and technical solutions have to be adapted to the particular context. The use of pseudonimization
based on the feedback code, provides a particular example.

5.2 More visual POS dashboard compared to original

The text and results below is obtained from the STELA project case study published in [13].
This section elaborates on the evaluation results of a more visual POS dashboard in comparison to
the original dashboard [6].

5.2.1 Perceived usefulness and usability

As explained in Output 7, intensive user studies were performed to gather insights during dashboard
use and to check usefulness and usability. Based on the recorded insights during the interviews 13 types
of factual, 11 of re�ective, and 8 types of interpretative insights were identi�ed. All types of insights
occurred more often with the participants for the more visual POS learning dashboard compared to
the original POS dashboard (Table 5.1).

Figure 5.3 and 5.4 show the results for the questions of theEFLA and SUS questionnaire. Figure
5.5 shows the total SUS and EFLA score and the score per EFLA-dimension. The �rst variant of
the more visual POS dashboard has an overall average SUS-score of 81, the second variant 76, both
statistically signi�cant (p<0.01) 2 higher than the score of 47 of the original POS dashboard. A score
of more than 68 is considered above average [2], implying that the developed learning dashboard has
a better usability design than the original POS dashboard. The di�erences between the averages of
the two variants of the �nal dashboard are not statistically signi�cant (p>0.2). The total EFLA-score
of the �rst variant is 74 and of the second variant is 70. Only the EFLA score of the �rst variant is
statistically signi�cantly higher than the one of the original POS dashboard score of 59.

The results of the design requirements questionnaireshowed that each of the three dashboards
successfully helps participants in understanding whether their current mathematical skills are matched
with the expected mathematical skills and incites users of the learning dashboard to awareness and

2Using the Wilcoxon signed-rank test.
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Description insight B V1 V2
(F1) My total score on the positioning test was ... 100 100 100
(F2) My total score placed me in group A/B/C ... 100 94 94
(F3) I answered X questions correct/wrong/blank 75 100 100
(F4) I replied he question correct/wrong/blank 81 100 100
(F5) On average this question was replied well/badly 56 88 94
(I1) My total score compared wrt other participants 100 100 100
(I2) This question was di�cult/easy 56 88 81
(I5) I score especially well in easy/di�cult questions 56 56 63
(R1) Re�ection on total score 100 100 100
(R2) Re�ection on comparison wrt peers 69 100 94
(R3) I guessed/left blank too many questions 44 56 63
(R4) Re�ection on particular question 56 88 81
(R10) Re�ection on future academic achievement 69 88 94
(R11) Re�ection on study choice 75 100 94

Table 5.1: Subset of the 13 types of factual (F), 11 types of re�ective (R), and 8 types of interpretative
(I) insights identi�ed during the interviews and the number of interviewees in which these insights
were found for original POS dashboard (B) of [6] and the versions of the more visual POS dashboard
(V1 and V2)[13].

Figure 5.3: User responses on a scale of 1-5 on the ten SUS evaluation questions. High scores on odd-
numbered questions and low scores on even-numbered questions denote better results. Gray boxplots
(`B') denote the original POS dashboard [6], blue boxplots (`1') denote the �rst variant of the more
visual POS dashboard and green (`2') the second variant.
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Figure 5.4: User responses on a scale of 1-10 on the eight EFLA questions. Gray boxplots (`B') denote
the original POS dashboard [6], blue boxplots (`1') denote the �rst variant of the more visual POS
dashboard and green (`2') the second variant of the more visual POS dashboard [13].

Figure 5.5: The total SUS and EFLA score and the score per EFLA-dimension: the data dimen-
sion (questions D1+D2), the awareness and re�ection dimension (A1-A4) and the impact dimension
(I1+I2). Gray boxplots (`B') denote the original POS dashboard [6], blue box-plots (`1') denote the
�rst variant of the more visual POS dashboard and (`2') the second variant of the more visual POS
dashboard [13].
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re�ection. Both variants, however, scored signi�cantly better than the original POS dashboard on the
ability to use the dashboard independently, give a better overview of strengths and weaknesses, give
a better detailed overview of the obtained result and allow participants to compare themselves more
to the other participants. The users also indicated that these dashboards are better at displaying
only factual, objective information, without giving interpretations or conclusions, but indicated that
the dashboards can also be more confronting. Furthermore, they found that the two variants were
more personalized, immediately gave an indication of the most important information, were better at
showing only information that is relevant, were better at providing context, were more aesthetically
pleasing, add less ambiguity and have a better balance between textual and visual elements, compared
to the original POS dashboard. For most design requirements, the di�erences between the two variants
are not statistically signi�cant.

Discussion and conclusion The results show that the most important advantages of the more vi-
sual POS dashboard is that it has a better usability scores, provides a better overview of the obtained
results and a participant's strengths and weaknesses and visualizes only relevant and objective infor-
mation. A surprising result is that, while the visual dashboard contains less context and explanation,
it still leads to more interpretative and re�ective insights. Users declare that they think the layering
of detail is better in the more visual dashboard. The main screen provides a good overview and im-
mediately gives an indication of the essence, while the tooltips allow for more detailed information.
According to the tests, the oiriginal POS dashboard [? ] has too much unnecessary information and
text, which leads to users getting lost and not knowing what they should learn as take-away message.
Some test persons also admit skipping parts of this dashboard because they�do not want to read so
much text�, causing them to miss out on important information.

The �rst most important general conclusion is that con�ning learning analytics dashboards
to the most essential information , not displaying an overload of context and explanations, but
using intuitive and simple visualizations, displaying less information,may lead to more awareness
and re�ections . An important part of LA applications is to make sure the end-users cannot get the
incorrect interpretation, often leading to a lot of textual clari�cation. The results indicates that more
text not necessarily means better insights, but well-designed and intuitive visualizations do.

Secondly, many test users mention how the dashboards of this paper are aesthetically pleasing
and �fun to play with� . Animations direct the user's attention to the most important information but
are also speci�cally included to make the dashboard more aesthetically pleasing and show that the
data is dynamic and interactive. While this result seems only of minor importance, it be should not
be underestimated. Several users mention how theaesthetics make them want to play more
with the dashboard and spend more time with the dashboard . This eventually leads to more
insights, which is essentially the �nal goal of this learning dashboard. A lot of learning dashboards do
not spend enough time on the aesthetics of the dashboard, underestimating the e�ect this has on the
e�ectiveness of the dashboard.

The more visual dashboards however also haveseveral disadvantages and pose new chal-
lenges. As all information is displayed on a single screen, some users observe the dashboard in
an unstructured way, sometimes leading to less interpretative or re�ective insights and confusion.
Most participants observed the dashboard in a structured manner, but further research could exam-
ine whether a di�erent arrangement of the various graphs could resolve this issue, keeping the visual
character of the dashboard. Suggestions are a more sequential ordering of the graphs, similar to a
grade report in high school, or to use a guided tour to force the correct logical �ow. Secondly, extra
care is needed for the placement and highlighting of text. Because the visual dashboard looks more
intuitive, users are less inclined to read any text at all, acknowledged by several test persons. While
the graphs are mostly clear by themselves and lead to more interpretative and re�ective insights, this
a real concern for the development of a dashboard. Further research should examine how to highlight
text to force the user's attention to the surrounding text, even if they already understand the graph.

The evaluation of the learning dashboards happened with more experienced students asked to
imagine being in the randomly assigned scenario of a student in transition from secondary to higher
education. This may contribute to the explanation of inter-study di�erences between results reported
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previously [6] for the original POS dashboard (overall EFLA score of 72) and those reported in this
study (overall EFLA score of 59). In the former study, the actual target group of the learning dashboard
was surveyed using an on-screen questionnaire available within the dashboard itself. Further work is
necessary to assess if, once accounted for methodological in�uence, outcome di�erences indicate that
experienced students have di�erent needs and preferences for learning dashboards than newcomers.

5.2.2 Return-on-investment

The return-on-investment of the more visual POS dashboard remains to be investigated. The dash-
board so far is in a prototype phase, rendering the delivered dashboard premature for large scale
deployments and further upscaling. The presented results however show that the more visual ap-
proach has potential of triggering more insights with users and therefore creating a larger impact for
each users. The �nal return-on-investment should therefore balance between the larger impact for
each user and the higher investment for creation and maintenance of the dashboard.
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Chapter 6

Impact on overall �rst-year experience

The goal is to determine the impact of the STELA dashboards LASSI and REX to the overall �rst-year
experience of students at KU Leuven. To this end students of the second year are surveyed regarding
their experiences during the �rst-year at the beginning of the academic year, as explained in Output
7.

6.1 Introduction

This chapter reports on the impact measurement regarding the interventions in academic year 2016-
2017. Detailed outcomes of the survey can be found in the corresponding reports (�Second-year
student survey: experiences regarding �rst-year, KU Leuven 2016-2017� and �Second-year student
survey: experiences regarding �rst-year, KU Leuven 2017-2018�).
In the academic year 2016-2017 the following two dashboards were o�ered to students:

� LASSI dashboard providing students feedback on their learning and studying skills,

� REX dashboard providing students feedback on their academic achievement after each exam-
ination period.

Details of the outcomes of the 2016-2017 LASSI and REX dashboards can be found in the corresponding
reports:

� LASSSI: � Case study 2.1a: Feedback on Learning and Study Strategies KU Leuven, 2016-2017�

� REX: �Case study 2.1b: Feedback on Academic Achievement First Semester KU Leuven, 2016-
2017�, �Case study 2.1d: Feedback on Academic Achievement Second Semester KU Leuven,
2016-2017�, �Case study 2.1e: Feedback on Academic Achievement Third Examination Period
KU Leuven, 2016-2017�.

The 2016-2017 survey of second-year students is the pre-intervention measurement: these students
did not have the dashboards yet.
The 2017-2018 survey of second-year students is the post-intervention measurement. These students
were exposed to the LASSI and REX dashboards. Figure 6.1 presents the overall evaluation setup.

6.2 Data collection

Data was collected using a paper-and-pencil questionnaire in the �rst weeks of the academic years
2016-2017 and 2017-2018. This report focuses on, on the one hand the 9 programs of KU Leuven
where the dashboards were implemented, and on the other hand one program of KU Leuven where no
dashboards were implemented. Table 6.1 introduces the programs and the way programs are grouped.
The surveys in the program ABA industrële wetenschappen (Gent), where no dashboards were im-
plemented, provide a reference of how the responses change over years, even without a dashboard
intervention. Figure 6.1 clari�es the overall setup of the impact measurement.
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